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Executive Summary

This report focuses on the risks related to the potential lack of predictability of AI systems – referred to as the predictability problem – and its implications for the governance of AI systems in the national security domain. Predictability of AI systems indicates the degree to which one can answer the question: what will an AI system do? The predictability problem can refer both to correct and incorrect outcomes of an AI system, as the issue is not whether the outcomes follow logically from the working of the system, but whether it is possible to foresee them at the time of deployment.

There is growing concern that the use of unpredictable AI systems to inform high-stakes decisions may lead to disastrous consequences, which would undermine public trust in organisations deploying these systems and potentially erode the reputations of governments. In the national security domain, the use of AI introduces a new source of uncertainty that can hinder risk management procedures and potentially muddy the chain of accountability. In this domain, the implications of the predictability problem could lead to security risks for critical infrastructure, risks to the rights and well-being of individuals, conflict escalation or diplomatic fallout.

In this report, we first analyse the predictability problem from technical and socio-technical perspectives and then focus on relevant UK, EU and US policy to consider whether and how they address this problem. From a technical perspective, we argue that given the multi-faceted process of design, development, and deployment of an AI system, it is not possible to account for all sources of errors or emerging behaviours that could result. Moreover, even in an ideal scenario where no errors at design or development stage can be assumed or detected, once deployed an AI system may still develop formally correct (but unwanted) outcomes, which were not foreseeable at the time of deployment.

We analyse the socio-technical implications of the predictability problem by focusing on human-machine teams (HMT-AI). These teams represent an increasingly common mode of
deployment of AI systems. In HMT-AI, humans consult, coordinate with, rely on, develop and exchange tasks with AI agents. As HMT-AI combine human and artificial autonomy, they exacerbate the predictability problem by multiplying the number and types of interactions between artificial and human agents and their environment. We identify three main sources of the predictability problem in this context: human-machine interfaces, training of personnel, and (over)trust. Human-machine interfaces may foster unpredicted outcomes, insofar as they can conceal, distort or detail excessively the workings of AI systems, and training programs may not account for the learning capabilities of AI technologies and long-term convention building in HMT-AI. In the same way, over-trust dynamics whereby human agents in an HMT-AI accept uncritically the outcomes of AI systems may also lead to unpredicted results.

Having identified some of the root causes of the predictability problem, we analyse UK, EU and US policies, to assess whether these causes are covered in relevant policy documents and, if so, how and to what extent. We identified four main themes and a gap. These are: control, oversight, and value alignment; the resource boosting approach; the development of trustworthy AI; and the lack of focus on risk management measures to curtail the impact of the predictability problem.

Our policy analysis includes eight recommendations to mitigate the risks related to the predictability problem. The key suggestions are to centre governance approaches on HMT-AI rather than only AI systems and to conceptualise the predictability problem as multidimensional, with solutions focussed on shared standards and criteria for the composition of HMT-AI. Among these standards and criteria, requirements of trustworthy AI are particularly relevant and should be coupled with standards and certification schemes assessing the predictability of AI systems and procedures to audit HMT-AI. Cost-benefit analyses and impact assessments underpinning the decision to use HMT-AI in national security should account for the predictability problem and its potential impact on human rights, democratic values, and risk of unintended consequences. To ensure sufficient risk management when
deploying potentially unpredictable AI systems, we suggest adapting the ALARP principle – as low as reasonably practical – as a foundation for developing an AI-specific risk assessment framework of the predictability problem in HMT-AI.

The proposed ALARP-based framework would offer useful practical guidance, but alone would not be sufficient to identify and mitigate the risks posed by the predictability problem. Additional policy, guidance and training is required to fully account for the risks presented by the AI predictability problem. The higher the impact of the decisions that an AI system supports, the greater is the duty of care on those designing, developing, and using that system, and the lower the acceptable risk threshold. The analysis and recommendations should be read as actionable insights and practical suggestions to support relevant stakeholders to foster socially acceptable and ethically sound uses of AI in the national security context.

**Recommendations**

**Recommendation 1.** Government research funding should be allocated to develop public-private collaborations and longitudinal studies on HMT-AI. This research should focus on old and new models for decision-making in HMT-AI to assess the impact of team conventions building and training on performance and control measures. Focus should be drawn on defining new training protocols for HMT-AI specific dynamics, and on accelerating the development of risk management standards and HMT-AI performance assessments.

**Recommendation 2.** A dedicated certification scheme for HMT-AI should be established, to promote industry consensus on the design requirements and evaluation of AI systems designed for HMT-AI. Generalising between tasks, effective communication, performance consistency, and adapting to new teammates should all be included within such a certification scheme. Building on under-developed ISO standards, this certification scheme should also extend to the traceability of processes and decision accountability as well as auditing mechanisms to evaluate levels of trust in HMT-AI. This is necessary to disincentivise
over-trust and complacent attitudes in HMT-AI that maintain or amplify the predictability problem.

**Recommendation 3.** Policy responses to the predictability problem in the national security domain should focus on governing HMT-AI teams, rather than AI systems alone.

**Recommendation 4.** Cost-benefit analyses (CBA) of HMT-AI in the national security domain should include an assessment of the predictability of AI systems and of the related ethical risks along the technical and operational dimensions. To facilitate coherent assessment across security agencies, a standard scale to assess predictability of AI systems should be defined, where the choice of using (or not) AI should be justified on this scale with respect to a contextual CBA as well as the consideration of public attitudes towards the risks and the benefits involved. The definition of this scale should be within the remit of an independent third-party actor, i.e., a different public office than the one deploying the HMT-AI.

**Recommendation 5.** Rather than “more” or “less” predictability, policy proposals should focus on predictability trade-offs, making clear which aspect of the predictability problem specific proposals aim to tackle and in which way, as well as which aspects they risk exacerbating, and which mitigating measures will be put in place. Policies should recognise that predictability is a multi-dimensional concept, where gains in predictability on one level can come at the expense of losses on another.

**Recommendation 6.** Policies on the problem of AI predictability in national security should address the link between trustworthiness and unpredictability, both at a formal and operational level. For example, AI systems should be given an amendable predictability score, which should be included in the assessment of the trustworthiness of the system. The trustworthiness of an AI system should include a cost-benefit analysis to assess the risks that unwanted behaviour may pose in different contexts of deployment.
**Recommendation 7.** Risk thresholds should be established for unpredictable AI which map the severity of risks around unpredictable behaviour to their own level of predictability (e.g., division into known knowns, known unknowns, etc.). These thresholds will in turn inform the development of risk management processes, allowing risks to be prioritised based on their predictability and their impact.

**Recommendation 8.** An ALARP-based framework should be developed to assess the risks of unpredictable AI and HMT-AI, and establish the maximum acceptable degree of unpredictability for any given context. This framework should include:

- A quantitative assessment of the level of predictability of a given AI system and HMT-AI;
- An assessment of the traceability of the design, development, and/or procurement steps leading to deployment of the AI system;
- An assessment of the conditions of deployment, e.g., HMT-AI, level of training of operators (or HMT-AI members), level of transparency of the interface, level of human control over the AI system;
- A cost-benefit analysis of the potential risks and intended benefits of deploying the system (as per Recommendation 4);
- An analysis of hypothetical scenarios to consider how exposure to risk or the effectiveness of mitigating measures may vary with context of deployment;
- Protocols for human overriding of the system and redress mechanisms.
1. Introduction

Artificial Intelligence (AI) is becoming a key element of contemporary security organisations.\(^1\) Recent advances in AI, such as deep learning (DL), have triggered a wave of research and development in the field, and an uptake in experimentation with AI systems in various security settings.\(^2\) AI is now considered a key technology for maintaining advantage over adversaries and protecting against threats.\(^3\) The UK Government Communications Headquarters (GCHQ) has recently stated that ‘AI capabilities will be at the heart of our future ability to protect the UK’.\(^4\) In the USA, the National Security Commission on Artificial Intelligence stated that ‘AI will revolutionize the practice of intelligence’, and that ‘there may be no national security function better suited for AI adoption than intelligence tradecraft and analysis’.\(^5\)

There are several potential uses of AI across different national security contexts, including but not limited to: the use of AI for the automation of administrative and organisational processes; the use of AI for cybersecurity processes; and the use of AI for intelligence analysis – otherwise known as ‘augmented intelligence’, which could include automated analysis of text, image or audio data, filtering of content derived from bulk collection, or behavioural analytics at the individual person level. These uses pose similar ethical challenges to those emerging in other domains (Figure 1). Problems concerning attribution of responsibility, lack of transparency, fairness and bias, assessment of justified, proportionate and necessary uses, and control over AI systems, for example, have been


reported and analysed in defence, healthcare, finance, and all remain relevant when considering the use of AI for national security purposes.

Figure 1. The ethical and security challenges coupled with the use of AI systems, figure from Yang et al. (2018).

In this report, we focus on the risks of the potential lack of predictability of the outcomes of AI systems – referred to as the predictability problem - and its implications for the governance of AI systems in the national security domain. The predictability problem is conceptually preeminent to the challenges described above. Unpredictable AI systems pose challenges for anticipating their effects whether intended or not, for ensuring control, protecting human autonomy and judgement when interacting with AI systems, and for ascribing responsibility and accountability for the decisions made on the basis of AI outputs. When unpredictable

---


AI systems are used to inform high-stakes decisions, such as those concerning national security, uncertainties inherent in the systems may jeopardise individuals’ and groups’ fundamental rights.\textsuperscript{11} In turn, this could undermine public trust in organisations deploying these systems and, when organisations belong to the public sector, erode the reputation of governments.

In the national security domain, the use of AI systems in intelligence operations,\textsuperscript{12} counterterrorism,\textsuperscript{13} law enforcement,\textsuperscript{14} computer network operations,\textsuperscript{15} and military activities\textsuperscript{16} introduces levels of uncertainty that may hinder risk management procedures or muddy chains of decision-making accountability.\textsuperscript{17} In this domain, the implications of the AI predictability problem may lead to security risks for critical infrastructure, risks to the rights and well-being of individuals, and could also lead to conflict escalation and diplomatic fallout.

Crucially, the problem of predictability entails a necessary and unavoidable degree of uncertainty with respect to possible outcomes of an AI system. Reducing this uncertainty is key when considering the use of AI systems to inform high-impact decisions. The higher the impact of the decisions that an AI system supports, the greater the duty of care of those designing, developing, and using that system, and the lower the acceptable risk threshold.


\textsuperscript{12} Baber, Chris, Ian Apperly, and Emily McCormick. ‘Understanding The Problem Of Explanation When Using AI In Intelligence Analysis’, 2021.

\textsuperscript{13} UNCCT, United Nations Office of Counter Terrorism. ‘Countering Terrorism Online With Artificial Intelligence’, 2021.


The analysis and recommendations offered in the following sections should be read as actionable insights and practical suggestions to support relevant stakeholders to this end.

This report is structured as follows. Section 2 defines the predictability problem. Sections 3 and 4 analyse some of its root causes by exploring both technical and socio-technical aspects of the predictability problem. The reader not interested in these aspects may go directly to Section 5, where we analyse UK, EU, and US policies focusing on the use of AI for national security and assess whether and how they address the predictability problem, and offer recommendations to fill relevant gaps in the existing governance approaches. Section 6 concludes our analysis. The Appendix provides a glossary defining key terms used in this report.
2. The Predictability Problem

Predictability of AI systems indicates the degree to which one can answer the question: *what will an AI system do?* Unpredictable systems are not a new issue. They are common in mathematics and physics, and limits on the ability to predict the outcomes of artificial systems have been proven formally since the 1950s.\(^{18}\) Wiener and Samuel debated over the predictability of AI systems in a famous exchange in 1960.\(^{19}\) Wiener attributed the lack of predictability to the learning abilities of these systems, noting, “as machines learn they may develop unforeseen strategies at rates that baffle their programmer”.\(^{20}\)

Developments in AI research have proved Wiener correct. Consider, for example, reward hacking, which is reported in current literature as one of the factors that can make an AI system unpredictable:

> “Autonomous agents optimize the reward function we give them. [...] When designing the reward, we might think of some specific training scenarios, and make sure that the reward will lead to the right behavior in *those* scenarios. Inevitably, agents encounter *new* scenarios (e.g., new types of terrain) where optimizing that same reward may lead to undesired behavior.”\(^{21}\)

---


Currently, predictability of AI systems is debated both at a technical and an operational level. Some AI researchers focus on the technical features of a system, while others consider predictability a function of the system and its context of deployment, i.e., operational predictability.

From a technical standpoint, predictability of an AI system is assessed in terms of the degree of consistency between its past, current, and future behaviours. Key aspects monitored here are data and concept shift; how often and for how long the outputs of a system are correct; and whether the system can scale up to elaborate data that diverge from training and test data. Predictability also depends on properties such as interpretability, transparency, explainability and trustworthiness of an AI system (discussed further in Section 3).

Predictability also refers to the degree to which the actions of a system can be anticipated once it is deployed in a specific context. In this sense, ‘all autonomous systems exhibit a degree of inherent operational unpredictability, even if they do not fail or the outcomes of their individual action can be reasonably anticipated’. Operational predictability is impacted by a large set of variables: the technical features of the system (e.g. whether it is an online or offline

---


26 It is important to note that predictability is not reliability (the degree of failures of a system) nor is it robustness (the capacity of a system to behave as expected even when it is fed with erroneous data); Heaven, Douglas. ‘Why Deep-Learning AIs Are so Easy to Fool’. Nature 574, no. 7777. pp.163-166. 10 October 2019.


learning system), the characteristics of the context of deployment, interactions with other systems, the level to which the operator understands the way in which the system works and, in the security domain, the behaviour of adversaries. These variables may change and interact in different ways making it problematic to predict all possible actions that an AI system may perform and their resulting effects.

In this report we define the predictability problem as follows:

Maximally, given the multi-faced processes of design, development, and deployment of AI systems, the opaqueness of these systems, their adapting capabilities, and the possible complexities of the environment of deployment, it is neither possible to account for all sources of errors and manipulation of a system nor for all possible emerging behaviours – whether beneficial or not – of an AI system that these errors may prompt.

Minimally, given an ideal scenario where no errors at design and development stages can be assumed or detected, once deployed an AI system may still develop correct (and yet unwanted) outcomes, which were not foreseeable at the time of deployment.

This definition allows us to stress that the predictability problem refers both to correct and incorrect outcomes, as in both cases the issue is not whether the outcomes follow logically from the working of an AI system, but whether it is possible to foresee them at the time of deployment.

It is also important to note that the unpredictability of an AI system is not boundless, rather it is limited by the system affordances – the set of hardware and software specifications that determine the range of possible actions of a machine. For example, an unsupervised system designed and developed to distinguish pictures of horses from those of dogs will be unpredictable with respect to the elaboration of visual inputs it will consider, the execution strategy, and the final selection of pictures. There is no concern that the system will develop an unpredicted behaviour outside its affordances and produce a new type of outcome, like
drawing a picture of a horse or a dog. It follows that given an operational context, the more complex the affordances of a system, the wider the range of unpredictable behaviours that it may show upon deployment. In the following sections, we describe some of the root causes of the predictability problem looking first at its maximal and then at the minimal definition. The reader interested in the governance implications of the predictability problem for the use of AI in national security may move directly to Section 5.
3. Root Causes of the Maximal Predictability Problem

The predictability problem impacts different types of AI in different ways depending on the type of learning model considered. For example, AI systems based on offline models are more predictable than AI systems based on online learning models. This is because offline models are trained with data in batches, while online models are continuously re-trained with live data. In this section, we offer a high-level description of the key aspects of AI systems that may lead to unpredictable outcomes. We refer to them as to the root causes of the predictability problem as described in the maximal definition in Section 2 and summarise them in Section 3. Our aim is not to provide an exhaustive list of root causes but to bring the reader’s attention to a range of factors that affect the predictability of AI systems.

An AI system is built from different technology blocks, the set of which is referred to as the AI stack. There is no ‘one-size-fits-all’ technical stack. Different use cases and contexts have different requirements and determine different stacks. Table 1 below offers an example of an AI stack and its main building blocks. For each block, it also provides a list of the main root causes of the predictability problem. The following subsections focus on some of these causes related to the type of machine learning (ML) used, the data, and the practices underpinning the design and development of an AI system.
<table>
<thead>
<tr>
<th>AI Stack Component</th>
<th>Description</th>
<th>Examples of root causes of the predictability problem</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computational Power</strong></td>
<td>Virtual machines, physical servers, serverless options, and specialised hardware and container options. These may be self-hosted on-premises or cloud-based.</td>
<td>All computational platforms are vulnerable to hacking to some degree. Computer hardware, firmware, operating systems, and cloud infrastructure may all be vulnerable to bugs which may cause incorrect results. They are also reliant on stable power and internet connectivity and can be taken offline if one of these fails.</td>
</tr>
<tr>
<td><strong>Input Data</strong></td>
<td>Crucial input to ML systems. Data quality issues such as correctness, timeliness, and adequate coverage of the problem domain impact the outcomes and suitability of the ML model.</td>
<td>Data may be affected by data scarcity, label ambiguity and the inability to represent real-world scenarios and social bias replicated by humans. Processes such as data cleaning are resource intensive and laborious. There are no efficient data quality control and governance mechanisms for big data.</td>
</tr>
<tr>
<td><strong>Machine Learning Platforms</strong></td>
<td>Platforms necessary for developing machine learning capabilities. Many ML frameworks and libraries are available, supporting different ML algorithms and programming languages (Subramanian 2018). Cloud ML services are also available, such as Amazon Rekognition, SageMaker and Google Cloud's Vertex AI.</td>
<td>Machine learning platforms allow users to mix and match ready-made tools, models, datasets, or libraries that developers would then depend on, regardless of their ability to understand, modify or fix them when specific issues emerge.</td>
</tr>
<tr>
<td>Machine Learning Algorithms / Types of Learning</td>
<td>Supervised learning -</td>
<td>From dataset-related biases to specification gaming to brittleness and adversarial examples. Explored more in the following section.</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>Algorithms predict outputs based on a training dataset of labelled examples (usually labelled by humans).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unsupervised learning -</td>
<td>From dataset-related biases (beyond labelling) to specification gaming to brittleness and adversarial examples. Explored more in the following section.</td>
</tr>
<tr>
<td></td>
<td>Algorithms do not rely on human labelling of training data. They are mainly used for exploring datasets, finding anomalies, patterns or clusters, and for determining features to be used in supervised learning applications.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Semi-supervised learning -</td>
<td>From dataset-related biases to specification gaming to brittleness and adversarial examples. Explored more in the following section.</td>
</tr>
<tr>
<td></td>
<td>Algorithms rely on a dataset in which only a subset of the training data is labelled. This type of ML relies heavily on the human labelling and the approval of the unknown data labelling.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reinforcement learning -</td>
<td>Reward hacking or specification gaming, in which the agent produces an unexpected behaviour to maximise the objective function. The agent generates a solution that strictly abides by the stated objective in a way unintended by the human developer.</td>
</tr>
<tr>
<td></td>
<td>Algorithms are concerned with maximising some objective function subject to constraints.</td>
<td></td>
</tr>
</tbody>
</table>
Interactions between the system and the end user/operators. This may range from simple displaying of output to a more sophisticated process that allows expert users to modify the system’s configuration in response to its performance. Depending on the features of a given interface, it can foster different levels of mismatch between system behaviour and user practice. Discussed further in Section 4.1.

Essential for ensuring that the data used to train the model appropriately represents the live data. The monitoring module should quantify data and concept drift, prevent repeated prediction errors, and define re-training strategies. Alignment problems. Failing to detect data and concept drift might make the model operate in conditions outside its design space, causing unpredictability.

Table 1. Main technology components of an AI Stack and examples of root causes of the predictability problem.

### 3.1 Machine Learning

ML can be defined mathematically, statistically or algorithmically.\(^\text{29}\) Unifying these, ML corresponds to building complex functions to create a mechanism for pattern searching, by which a system can learn to identify patterns when presented with unseen data or scenarios. One of the main issues associated with the best performing families of ML models (like networks and boosted trees) is that their complexity makes it increasingly difficult to assess whether models are generalising appropriately on data outside training distributions. Model confidence is the most common approach in modern ML to deal with uncertainty associated, among other things, with generalisation. It assesses the different uncertainties characterising the model and its operational environment.\(^\text{30}\) However, model confidence is often not

---


statistically robust. Deep neural networks, for example, have been proven to be overconfident, possibly leading to high-confidence mistakes and/or accidently concealing adversarial attacks being conducted on the model.\textsuperscript{31} Confidence levels will have to be adjusted to outputs, and this complicates (and may perturbate) subsequent processes.

At the same time, even for the best performing AI models, training outcomes are not necessarily indicative of the capabilities of a system in the real world, where deployment conditions will diverge from training conditions, and new data falls outside the training dataset’s distributions. Examples showing deep neural network models failing to generalise appropriately outside training conditions are extensively reported in the literature. For example, in computer vision – a popular application of AI – it is difficult to analyse images where there is a noisy context or contextual confusion of extraneous pixels or light. AI systems have been shown to be susceptible to minor changes, down to pixel level, with minor variations leading a system to misidentify 3D printed turtles as rifles\textsuperscript{32} or stripes as school buses.\textsuperscript{33} These limitations have been shown to be exploitable in high-stakes situations, like industrial settings where AI-enabled robotic arms have been tricked into harming human operators or in AI-enabled multi-domain defence operations.\textsuperscript{34}

\textsuperscript{32} Athalye, Anish, Nicholas Carlini, and David Wagner. ‘Obfuscated Gradients Give a False Sense of Security: Circumventing Defenses to Adversarial Examples’. \textit{ArXiv:1802.00420 [Cs]}. 1 February 2018.
3.2 Data

Data is fundamental for training and deploying AI models. If data is fuel for AI, a data pipeline consists of the various processes ranging from data acquisition, transformations and storage before feeding into AI models. In this pipeline, data preparation or curation is a crucial step. Labelling is a key aspect of AI data curation when considering the predictability problem. Labels or tags\textsuperscript{35} attach meaning to the data, enabling a machine to learn from it. For example, raw data can be labelled according to their type (e.g., photo) and their content (e.g., photo of a horse). Different methodologies are available for labelling, with important limitations that may lead to unpredicted system outcomes. When labelling requires human intervention, this introduces risks. For example, in-house or outsourced data labellers may reproduce bias,\textsuperscript{36} creating skewed training which will impact the performance of the AI system and lead to unpredicted outcomes. Other forms of labelling, like consensus voting labelling, may improve overall labelling quality but at higher costs than other forms of labelling.

In some cases, it may be possible to create synthetic labelled data. Synthetic data may be created either from scratch using simulation techniques or can be generated based on real world ‘seed’ data with generative AI models. This often requires vast processing power and comes with elevated error potential. Errors may be introduced through (human) expert opinions in case of simulations, while bias and imbalances from the real-world seed data are propagated through generative models. Although synthetic data is modelled on real-world distributions, the sample used for generation may not be representative. The resultant synthetic data may inherit any underlying biases or skew present in the sample data, and any

\textsuperscript{35} Godwin, Jamie, and Peter Matthews. ‘Robust Statistical Methods for Rapid Data Labelling’. Chapter. Data Mining and Analysis in the Engineering Field. IGI Global. 2014.

downstream supervised learning process may then learn and replicate those unrepresentative distributions—leading to unpredictable outcomes.

Data cleaning is another form of curation. It removes duplicates, missing values, uninformative features, and outliers from a dataset under the assumption that they represent incorrect data or an error. The goal is to improve model performance. However, data cleaning introduces a risk of removing meaningful data points which may be important in the application phase. Removing this data may lead to unforeseen and unintended outcomes since the resulting ‘clean’ data set may be stripped of important information, useful for testing model behaviour.

When datasets are constructed from multiple sources, some of which may be incompatible, the data commingling problem emerges. This is the case, for example, when different sensors may be used without having been calibrated or normalised to produce the same values. This may lead to inconsistent, incomplete, or inaccurate datasets, and in turn to unreliable outcomes.

Data shift (also referred to as data drift) is the extent to which system outcomes have moved off-course due to external factors leading to a change in data distribution. Building an AI model requires identifying predictable relationships between input and target variables. The expectation is that the same data distribution would elicit similar results. However, real-world examples rarely show this to be the case, where various unpredictable factors can change input, dataset quality, data capture (for example polling frequency), or even the underlying patterns forming relations between input and output data.

---

In addition to introducing unwanted errors in the outputs of an AI system, data curation steps present two important operational challenges that may increase the likelihood of errors leading to unpredictable behaviour of the system. The first is the operational pay-off (efforts vs efficiency) of conducting data curation; the second emerges from the lack of standards and automated mechanisms to evaluate data quality. Key dimensions of data quality include completeness, accuracy, uniqueness, timeliness, consistency, and validity (see Glossary). However, these dimensions and their relative importance may vary depending on the context of use and the related purpose. While data quality standards and governance mechanisms are relatively uncontested for structured data, this is not the case for unstructured data, which accounts for the majority of data used in AI models.

While the amount of data available continues to grow, there is a lack of agreed standards, tools and mechanisms to evaluate data robustness continuously, and check whether it is fit for purpose. Limits in assessing data quality could lead to noise, errors, and inconsistency in data sets, and these may lead to unpredicted behaviour at the system level. These data-related errors and uncertainties, if unchecked, can continue to accrue and propagate across the various elements of the AI stack, as shown in Table 1. This brings us to issues related to technical debt.

### 3.3 Technical Debt

In software development, ‘technical debt’ is a metaphor used to refer to long-term software issues and costs stemming from forgoing best practices at the development stage in favour of easier and quicker solutions. Best practices commonly implemented in modern software development – like version control and unit and system testing – are not so easily translated to the AI domain due to a lack of standard procedures and frameworks, and the inherent

---

40 Further information: https://arxiv.org/abs/1803.09010
42 Further information: https://datacentricai.org/data-in-deployment/
difficulty of defining robust tests for AI models.\textsuperscript{43} Mitchell et al.,\textsuperscript{44} among others, have proposed solutions such as packaging and shipping production models using model cards, which describe quantitatively the model’s design space, key metrics, and known limitations, but these have yet to see widespread adoption.

The lack of commonly accepted versioning and testing tools in the AI domain generally translates into a scarce adoption of Continuous Integration/Continuous Delivery (CI/CD) practices, commonly used in software development to ensure that frequent code changes do not interfere with other changes made by developers working in parallel. Reliable CI/CD pipelines require, for example, extensive versioning. Not being able to version an AI system reliably can cause robustness issues in deployment phases and is a cause of the predictability problem in its maximal definition. At the same time, the numerous and interrelated components of an AI system make its abstraction boundaries hard to control. These aspects become more pressing when ML models continue to evolve upon deployment. When it occurs, technical debt hinders the reliability and traceability of the behaviour of an AI system, and in turn limits the ability of an observer to predict its outcomes.


\textsuperscript{44} Mitchell, Margaret, Simone Wu, Andrew Zaldivar, Parker Barnes, Lucy Vasserman, Ben Hutchinson, Elena Spitzer, Inioluwa Deborah Raji, and Timnit Gebru. ‘Model Cards for Model Reporting’. \textit{Proceedings of the Conference on Fairness, Accountability, and Transparency - FAT*} ’19. pp.220-29. 2019.
4. Root Causes of the Minimal Predictability Problem

This section explores the socio-technical implications of the predictability problem through a focus on Human Machine Teams (HMT), where machines are AI systems (HMT-AI). Here, our analysis centres on the minimal definition of the predictability problem (see section 2). That is, we assume that the AI systems in question have been designed and developed to be as performant and robust as possible, and that unwanted outcomes hereinafter can be explained in view of the operational and human realities of deployment. To do so, we embrace a socio-technical approach, that is we focus on both technical and non-technical factors, i.e., cultural, ethical, legal and cognitive, to map the causes of the predictability problem, minimally defined.45 46

HMT-AI mark a pivot from previous approaches to AI deployment, which assumed a clear division of labour between human and artificial agents (machines, including AI agents), rested on low levels of automation, and ascribed the processing of multiple sources of information


only to humans. Today, research on HMT-AI focuses on producing such ‘joint-intelligence’ systems, whereby the tasks of human experts and AI systems are distributed to create flexible team processes and facilitate emergent capabilities. HMT-AI characterise the deployment of AI systems in several domains from warehouse facilities, urban search-and-rescue teams and advanced surgical operations teams, to cybersecurity and defence operations.

As HMT-AI combine human and artificial autonomy, they exacerbate the predictability problem by increasing the amount and types of interactions (and sources of perturbations) between artificial and human agents, and their environment. In this section we analyse three


aspects of HMT-AI that have an impact on the predictability problem: human-machine interfaces, training, and trust.

4.1 HMT-AI and Human-Machine Interface

Human machine interface is one of the main areas of research in the field of HMT. It is a crucial area of development for defence agencies, and has been listed as a key priority for the DoD.\textsuperscript{55} It is an area of research particularly relevant in the national security domain. An example is the use of AI for augmented intelligence,\textsuperscript{56} where effective human-machine interfaces for bulk data analysis and predictive analytics may allow human agents to search and understand high dimensional data that would otherwise remain untapped.\textsuperscript{57}

The design of human-machine interfaces aims to foster interactive, bi-directional processes. It structures information to give human operators situational awareness and can enable real-time human contributions to the AI agent’s inferences or post-operation calibration. Effective human-machine interfaces leverage expert feedback, labelling and other types of human input to improve the AI agent’s performance in real-time or in batches. For example, human feedback can help a deep reinforcement learning system train for complex and novel behaviours, necessary to navigate real-world environments.\textsuperscript{58} In cybersecurity, researchers combine experts’ experience and intuition with machine learning techniques to create a system capable of detecting and defending against unseen attacks.\textsuperscript{59}

\textsuperscript{55} Lopez, Todd. ‘Simplified Human/Machine Interfaces Top List of Critical DOD Technologies’. 2022.
\textsuperscript{57} National Academies of Sciences, Engineering, and Medicine, Committee on Human-System Integration Research Topics for the 711th Human, Performance Wing of the Air Force Research Laboratory, Board on Human-Systems Integration, Division of Behavioral and Social Sciences and Education, and Board on Human-Systems Integration. Human-AI Teaming: State-of-the-Art and Research Needs. Washington, D.C.: National Academies Press. 2022.
\textsuperscript{58} Christiano, Paul, Jan Leike, Tom B. Brown, Miljan Martic, Shane Legg, and Dario Amodei. ‘Deep Reinforcement Learning from Human Preferences’. \textit{ArXiv}1706.03741 [Cs, Stat]. 13 July 2017.
Human-machine interfaces may either contribute to address the predictability problem – if interfaces allow for better understanding, overseeing, and control of the AI system – or exacerbate it, for example, if interfaces make an AI system less understandable or visible to the humans interacting with it. Interface limitations, like transparency requirements leading to information overload or not enabling memory of past interactions with users, can increase the cognitive overhead of the human operators or reduced situational awareness.60

4.2 Training

Training and experience-building programs can help operators to calibrate their expectations of an AI system, and form more accurate representations of the system’s general behaviour to overcome interface issues. They can also lead to the improvement of interfaces altogether through iterative design based on end-user feedback and user stories. These training programmes require novel concepts, methods, and standards especially when considering HMT-AI.61

To a large extent, HMT-AI literature has built on structures developed for more traditional HMT with lower levels of automation. It has also built on an understanding of human teams in which successful coordination depends on agents’ abilities to “share representations, to
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predict other agents’ actions, and to integrate the effects of these action predictions”.62 However, aspects and dynamics of these teams do not map perfectly to the characteristics of HMT-AI. From assigning dynamic roles and objectives in new contexts of deployment, to developing “shared mental models” (or representations) and trust, to the assignment of responsibility, HMT-AI require different and new approaches, which are currently underexplored.63,64 Consider for example the utility of explainable AI (xAI) techniques, like decision trees, that can provide humans with insight into the AI agent’s behaviour policies and limitations to enhance the situational awareness of the human operator and improve the development of shared mental models. Recent research suggests that the advantage of using xAI techniques to improve “team fluency” in HMT-AI can vary greatly depending on the team composition and levels of domain expertise of human teammates, potentially leading to performance degradation for experts [77, p. 6].

HMT-AI should involve regular training exercises that introduce uncertainties and perturbations, to help both humans and artificial agents construct well-rounded representations of each other’s decision-making criteria and capabilities, as well as team-specific conventions.65 For example, studies on trust in emergency guide robots66 have highlighted the potential benefit for humans in HMT-AI to experience wrong behaviour from


64 Consider for example decision tree explanations of AI agents’ hierarchical policies for action or inferring teammates’ actions Paleja et al., ‘The Utility of Explainable AI in Ad Hoc Human-Machine Teaming’.


the robot prior to any use in real situations, so that the human can gain some awareness of and adapt to the machine’s imperfections. At the same time, improved mental models developed by human agents during training sessions can be used to improve the performance of collaborative artificial agents or the interface that facilitates communication between agents, creating a feedback loop.67 This approach has been suggested for, inter alia, HMT-AI in real time strategy games,68 military war-gaming,69 autonomous flight teaming,70 and cybersecurity.71 It is equally relevant in the context of intelligence analysis.

Security agencies in both the UK and the US72 have stressed that developing effective training programs tailored to HMT unpredictability will require: building new simulation environments; figuring out when to train for perturbation/adaption versus standardisation; better machine models of humans and alignment mechanisms; and the reduction of over-trust. Further

research is needed to understand how to achieve these results in practice. This leads us to the following two recommendations.

**Recommendation 1.** Government research funding should be allocated to develop public-private collaborations and longitudinal studies on HMT-AI. This research should focus on old and new models for decision-making in HMT-AI to assess the impact of team conventions building and training on performance and control measures. Focus should be drawn on defining new training protocols for HMT-AI specific dynamics, and on accelerating the development of risk management standards and HMT-AI performance assessments.

**Recommendation 2.** A dedicated certification scheme for HMT-AI should be established, to promote industry consensus on the design requirements and evaluation of AI systems designed for HMT-AI. Generalising between tasks, effective communication, performance consistency, and adapting to new teammates should all be included within such a certification scheme. Building on under-developed ISO standards, this certification scheme should also extend to the traceability of processes and decision accountability as well as auditing mechanisms to evaluate levels of trust in HMT-AI. This is necessary to disincentivise over-trust and complacent attitudes in HMT-AI that maintain or amplify the predictability problem.

Understanding the nature of trust and its implications for the predictability problem is the goal of the next section.

---

4.3 Trust and Trustworthiness

Trust is a facilitator of interactions among members of a system or team, whether human agents, artificial agents, or a combination of both, as in HMT-AI. There are many definitions of trust. Often, these are domain-specific and focus on ethical, psychological, economic, societal, and security aspects of trust. However, when considering the nature of trust from a philosophical point of view, it becomes clear that occurrences of trust are related to, and affect, pre-existing relations. Examples include purchasing, negotiation, communication, and delegation. In this sense, trust is not a relation itself but something that qualifies relations. It is a property of relations.

As a property of relations, trust changes the way relations occur by making it convenient for the agent who decides to trust (the trustor) to engage in the relation. It does so by minimising their efforts and commitments (e.g., time and resources) for the achievement of a given goal. The trustor saves efforts and commitments in two ways. First, they can delegate an action necessary to achieve their goal. Thus, they avoid performing the action themselves, because they can count on the trustee to do it. Second, the trustor can decide not to supervise (or to supervise less) the trustee’s performance. Delegation without (or with limited) supervision is the mark of an ideal relation of trust.

It is because of this facilitating role that trust is crucial for any system to work. Without trust, delegation would be much more problematic as it would require a constantly high level of supervision. And this, in turn, would encroach upon the distribution of tasks necessary for most systems to function. Imagine not trusting the GP,

---

children’s teacher, or the mechanic. This would imply spending a significant portion of time and resources monitoring the way they perform their tasks.

Trust comes in levels (Alice may trust Bob more than she trusts Charles, for example). Levels of trust can be assessed based on the level of supervision over the trustee performing a given task: the higher the level of supervision the lower the level of trust. The level of supervision depends (for rational, non-gullible, economic agents) on the level of trustworthiness of the trustee. This is assessed considering past performances of the trustee (their reputation) as well as the risks that the trustor will face if the trustee behaves differently from what is expected (risk/benefit analysis). When the probability that the trustee’s expected behaviour will occur is either too low or not assessable, the risk is too high, and trust is unjustified. The predictability problem, along with the lack of transparency and vulnerability of AI systems, makes it hard to evaluate whether the same system will continue to behave as expected in any given context. This impairs the assessment of its trustworthiness, both in terms of the reputation of the trustee and in terms of risks/benefit analysis.

Coming back to AI, HMT-AI, and the predictability problem, this is not to say that we should not trust the teams with high-impact decisions and tasks, especially when HMT-AI can perform them efficiently and efficaciously. On the contrary, delegation can and, in appropriate cases, should still occur. However, some forms of supervision are necessary to mitigate the risks linked to the predictability problem. The level of supervision should be proportionate to the level of trustworthiness of HMT-AI systems and the risks that unpredicted behaviour would entail (discussed further in sections 5.4 and 5.5). Policy strategies focused on eliciting users’ trust without considering appropriate forms of supervision or monitoring in HMT-AI will fail to address this crucial issue, and exacerbate the risks linked to the predictability problem.

---

problem. To avoid these risks, it is crucial to foster the right level of trust in AI systems for any given decision-making context.

4.4 Levels of Trust in HMT-AI

In an ideal scenario, the level of trust is proportionate to the trustworthiness of the trustee. Thus, over-trust occurs when the trustor has a high level of trust in a trustee whose trustworthiness is low. Similarly, under-trust happens when despite the high trustworthiness of the trustee, the trustor disproportionately oversees their behaviour. Human agents in HMT-AI are exposed to the risks of over-trusting the artificial agents with which they work (automation bias). For example, a 2016 study describes an experiment involving 42 volunteers in a simulated fire emergency with a robot guide tasked to lead them to safety.\(^{78}\) Nearly 90% of the participants followed the robot blindly as it committed several fatal mistakes for which it never provided explanations nor warnings.

When occurring in high-stakes decision-making contexts, over-trust aggravates the risks of unpredictability and can lead to adverse outcomes. Over-trust generates trust and forget dynamics,\(^{79}\) whereby the trustor has the highest level of trust in the trustee and does not supervise its performance, to the extent of overlooking its (potentially erroneous) actions, disregarding its capabilities and limits, and accepting uncritically its outcomes. Usually, these dynamics stop when something goes (badly) wrong and recalls our attention to the trustworthiness of the trustee.


Over-trust can be a consequence of automation bias in AI – i.e. the tendency of human agents to over-rely on AI outcomes as these are perceived as more accurate or better than human-driven solutions.\(^8^0\) As Struβ argues, this bias and the risk of over-trust become more problematic as the complexity of an AI system increases (deep automation bias). This is because the artificial and the human agent in HMT-AI have different decision-making processes, and the human agents may be unable to scrutinise or understand how the artificial agent reaches its decisions, but still decide to rely on it due to the effects of the automation bias.\(^8^1\)

When over-trust and trust and forget dynamics occur in HMT-AI involved in high-stakes decisions, they risk leading to negative consequences for the human-machine team, organisations or societies at large. In the security context, these dynamics coupled with the predictability problem could lead to severe risks for citizens’ rights and real-world security risks. Avoiding these risks requires defining and developing ways to identify the right levels of trust within an HMT-AI and discourage over-trust. The training measures described in section 4.2 and recommendations 1 and 2 will help address this issue.

---


\(^8^1\) It is worth noting that every application of AI will have different data models or ML approaches (from supervised learning to reinforcement learning), or sensors, and this will affect the level of automation embedded in the AI system. In turn, the level of automation in the system will affect the ability for human agent to scrutinise and understand its outputs.
5. Addressing the Predictability Problem with Good Governance

Taking stock of the analysis of the root causes of the predictability problem identified in the previous sections, we shall now analyse which of these causes are covered in relevant policy documents, and if so how and to what extent. In this section, we focus specifically on UK policies relevant to the national security community, but also consider EU and US policies in the same domain (Table 2).

<table>
<thead>
<tr>
<th>Region</th>
<th>Type of document</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK policies</td>
<td>UK National AI Strategy [89]</td>
</tr>
<tr>
<td></td>
<td>UK National Cyber Strategy [90]</td>
</tr>
<tr>
<td></td>
<td>Policy report of the Government Communications Headquarters (GCHQ) [91]</td>
</tr>
<tr>
<td></td>
<td>Policy report of the Royal United Services Institute (RUSI) [92]</td>
</tr>
<tr>
<td></td>
<td>Policy report of the House of Lords Select Committee on AI (2019)</td>
</tr>
<tr>
<td></td>
<td>Policy report of The Alan Turing Institute [94]</td>
</tr>
<tr>
<td></td>
<td>Policy report of Chatham House [95]</td>
</tr>
<tr>
<td></td>
<td>Policy report of the National Cyber Security Centre (NCSC) [96]</td>
</tr>
<tr>
<td></td>
<td>Policy report of the Defence Science and Technology Laboratory (Dstl, 2020) [97]</td>
</tr>
</tbody>
</table>
When reviewing these policy documents, we identified four themes and a gap. These are: control, oversight, and value alignment; the resource boosting approach; the development of trustworthy AI; and the lack of focus on risk management measures to curtail the impact of the predictability problem. We analyse each of these in turn and identify points of improvement and recommendations, to inform future policy responses focused on addressing the predictability problem.

<table>
<thead>
<tr>
<th>EU policies</th>
<th>US policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU Ethics Guidelines on AI [98]</td>
<td>US Department of Defence Data Strategy [103]</td>
</tr>
<tr>
<td>The proposed EU AI Act [99]</td>
<td>The final report from the US National Security Commission on AI (NSCAI, 2021)</td>
</tr>
<tr>
<td>Policy report from the EU Joint Research Centre [100]</td>
<td></td>
</tr>
<tr>
<td>Policy report from the EU Agency for the Operational Management of Large-Scale IT Systems [101]</td>
<td></td>
</tr>
<tr>
<td>Policy report from the European Union Agency for Cybersecurity [102]</td>
<td></td>
</tr>
</tbody>
</table>

*Table 2.* The list of policy documents analysed in this report and the related geographical origin.
5.1 Control, Oversight and Value Alignment

Policy documents and proposals on balancing human and machine decisions often focus on control and oversight,\(^82\) framed as a series of responses to the human inability to predict fully the behaviour of AI systems. For example, the Joint Research Centre (JRC) report identifies the complexity of AI models as a challenge to inspection and control by human operators.\(^83\) The European Union Agency for the Operational Management of Large-Scale IT Systems in the Area of Freedom, Security and Justice (EU-LISA) proposes developing multiple tools that can be used for system failure detection and prediction, according to the availability and quality of data sets.\(^84\) Other policies focus on defining control and oversight standards for testing and verification.\(^85\) Some documents propose approaches such as securing “human-in-the-loop”, \(^86\) “human-on-the-loop”\(^87\) and “human-in-command” deployment parameters.\(^88\) Others call for the imposition of operational constraints on the system at the design phase. Often these documents mention human oversight\(^89\) to refer to different modalities of human control at different stages of the AI lifecycle.

---


Value alignment – the need for AI systems to be coherent with values and responsibilities of humans – is another aspect covered in this context. Proposals of standards and certification procedures to foster an ecosystem where there is alignment between AI goals and human values also abound. This derives from concerns around unpredictability in the face of increasing levels of automation or complexity of systems, like the black box problem. More automation increases the stakes of unpredictability, demanding more stringent alignment mechanisms.

Whether they refer to control, human oversight or value alignment, the proposals outlined in these documents assume a clear separation between humans and the systems with which they work. However, the relationship between the two is arguably more organic and bidirectional than what most documents assume. As discussed previously, AI systems are increasingly embedded in HMT. This reframes the scope of the problem, extending it to the realm of interactions between human agents and their environment. Building policies with HMT-AI at the centre, rather than at the periphery, would lead to more effective governance and design mechanisms.

By focusing on HMT-AI, national security policy documents would characterise AI systems as parts of a system broadly understood, one consisting of human as well as AI agents with respect to their relevant dimensions for the predictability problem. In contexts where human-
machine interfaces are used to tackle security threats, e.g. in cybersecurity, this would amount to framing human behaviour (e.g. human intuition in the detection of threats or their reactions to an AI system’s inferences) as an integral aspect of the predictability problem, rather than a solution to an AI system’s unpredictability. While prior elements of unpredictability were attributed mostly to machines, this framing would allow for the mapping and integration of human and environmental factors that can be sources of unpredictability in human-machine interactions. These factors include policy changes or cognitive aspects of decision-making within the set of risks that need to be monitored and managed.

This shift in approach would stand as a bridge between the maximal and the minimal definition of the predictability problem, as it allows us to frame problems that were likely to be attributed to the former (e.g. technical problems in AI design and development) and those likely to be attributed to the latter (e.g. human over-trust of an AI system after deployment) as transversal and interacting issues. At the same time, integrating concerns around control and oversight, such as autonomy or complexity of AI systems, as part of the wider “team” dynamics can help in the process of matching strengths and weaknesses of human and machine agents, which is a key aim of HMT-AI.95

Shifting the policy focus towards HMT-AI would lead to more holistic and realistic policy strategies to mitigate predictability-related risks of HMT-AI failures, risks to citizens’ rights and security, as well as risks of reputational damage to institutions. This leads us to the following recommendation:

Recommendation 3. Policy responses to the predictability problem in the national security domain should focus on governing HMT-AI teams, rather than AI systems alone.

5.2 The Resource Boosting Approach: The Risk of Overlooking Predictability Trade-offs

Several policy documents and proposals suggest responding to risks related to the predictability problem through a resource boosting approach: they embrace a logic of more data,96 more coordination and collaborations,97 skills upgrading,98 and more funding.99 If not coupled with measures considering context of deployment and societal impact, this approach is problematic and risks narrowing the policy focus on techno-centric and cumulative solutions, and overlooking ethical and social risks.

Better predictability of the outcomes of both AI systems and HMT-AI are a necessary requirement when considering whether to deploy AI for national security purposes. This is, however, only one of the criteria that should be factored into the risk/benefit analysis driving the decision to use, or not use, AI technology in this domain. For instance, in the national security context, some applications of AI have the potential to impact significantly on human rights, most notably Article 8 of the European Convention on Human Rights (ECHR), the right to respect for one’s private and family life. As any activity that has the potential to impact on such rights must be assessed as both necessary and proportionate in the interests of national

security,\textsuperscript{100} so decisions as to whether to use AI need to be made by weighing up the potential benefit offered, balanced against the potential risk to individual rights.

Existing frameworks regarding the respect of fundamental rights as well as risk assessment in national security are already in place, and The European Convention on Human Rights, the United Nations International Covenant on Civil and Political Rights, and the United Nations Siracusa Principles offer guidance when specifying necessity, proportionality and scientific validity as the criteria to restrict any measure that might impinge on human rights.\textsuperscript{101} With regards to risk assessment, cost-benefit analysis (CBA) and necessity and proportionality considerations are already in place.\textsuperscript{102} However, further guidance is required regarding adapting these frameworks to the AI predictability problem, focussing on which aspects are more (or less) relevant and how these calculations should be made in practice for HMT-AI.

It is also problematic that, where guidance is offered for this decision, the interpretation and application of this guidance is, at times, expected to be self-administered. As it is likely that oversight and scrutiny in this area may not be public, it is even more important that the CBA is conducted by independent bodies, which should be enabled and supported to develop an objective, in-depth assessment and should be accountable to the public for their assessment.

**Recommendation 4.** CBA of HMT-AI in the national security domain should include an assessment of the predictability of AI systems and of the related ethical risks along the technical and operational dimensions. To facilitate coherent assessment across security agencies, a standard scale to assess predictability of AI systems


should be defined, where the choice of using (or not) AI should be justified on this scale with respect to a contextual CBA as well as the consideration of public attitudes towards the risks and the benefits involved. The definition of this scale should be within the remit of an independent third-party actor, i.e., a different public office than the one deploying the HMT-AI. Ideally, the CBA should also be run by an independent body, or at the very least it should be independently scrutinised.

The resource boosting approach often leads to calls for more data and more complex AI models to mitigate the predictability problem, under the assumption that these would lead to greater accuracy. Several documents consider data as a strategic asset and they exhort to make data secure, trustworthy, and interoperable. The European Union Agency for Cybersecurity (ENISA) talks about data augmentation techniques when training datasets are too small. In terms of more complex AI systems, the UK National Cyber Strategy proposes to “scale up and develop law enforcement technical capabilities”, which can be deployed against threats. In the same vein, while urging caution, the UK Royal United Services Institute considers the use of augmented intelligence techniques, such as cognitive automation of human sensory processes with NLP and audio-visual analysis and behavioural analytics. Others urge the use of more complex models such as neural networks, combined with symbolic reasoning – e.g. neuro-symbolic AI – to increase the accuracy of results without excessively sacrificing explainability.

---

However, as discussed previously, the sharing and constant accumulation of large datasets to improve technical predictability is also a contributor to increased unpredictability, as data sources and labelling become harder to validate and large datasets become attractive targets for malicious actors. Additionally, if more data is added incrementally, the AI system will require updating and re-tuning. As the UK National Cybersecurity Centre states, ‘updates to the system will change the performance of the tool, which may cause it to become unpredictable’ (NCSC, 2019, p.6). More data and more complex models might decrease concerns around predictability at a superficial level, while affecting other system properties or mechanisms that may compromise predictability more indirectly. As stressed at the beginning of this report, there is a minimal and a maximal understanding of predictability. More data and complexity can work in favour of one and yet against the other. For example, while choosing a more complex AI model might extend its capacity to respond to a set of different scenarios and decrease unpredictability in terms of its ability to respond reliably to external factors (as described in the maximal interpretation of the problem), it might also increase unpredictability in terms of our capacity to understand a system’s internal behaviour after deployment and thus predict it (as described in the minimal interpretation of the problem).

**Recommendation 5.** Rather than “more” or “less” predictability, policy proposals should focus on predictability trade-offs, making clear which aspect of the predictability problem specific proposals aim to tackle and in which way, as well as which aspects they risk exacerbating, and which mitigating measures will be put in place. Policies should recognise that predictability is a multi-dimensional concept,

---

where gains in predictability on one level can come at the expense of losses on another.

We do not mean to suggest that predictability is a relative concept, but rather a multidimensional one, and policy proposals for more data and complexity should be assessed against their differential impact on these multiple dimensions.

5.3 Trustworthiness: Unjustified Trust in the Face of the Predictability Problem

Trustworthiness of HMT-AI is a property that needs to be assessed over time, across multiple metrics and agents. It is problematic when trustworthiness is presented as tantamount to predictability, misleading readers to think that ‘if it’s predictable then it’s trustworthy’, or when predictability is described as a criterion for the use of AI alongside trustworthiness, as if predictability and trustworthiness were independent. This confuses any attempt to formalize the relation between trustworthiness and its assessment criteria, and risks misleading the assessment of trustworthiness of AI.

To this end, it does not help that trustworthiness is paired to a host of elements in policy documents that can affect predictability. Most documents and policy papers discuss robustness, reliability, safety, and security as elements of trustworthiness but do not consider their impact on the predictability of AI systems. These elements are related to predictability to the extent that they may lead to unpredictable outcomes. For example,

---


problems of security are not the same as problems of predictability. However, a system whose security is weak or compromised is more exposed to attacks which, in turn, make the system more likely to show unpredictable behaviours.

In the same vein, the EU Ethics Guidelines on AI present Trustworthy AI as a product of lawful, ethical and robust properties. Other policy documents list trustworthy AI as a distinct property alongside other elements such as reliability and robustness. For example, in relation to cybersecurity of AI, ENISA states that it is crucial that a system is “trustworthy, reliable and robust” (ENISA, 2020a, p.30). JRC states that the European Commission has committed itself to a “trustworthy and secure use of AI” (JRC, 2020, p.1).

This approach inflates the concept of trustworthy AI and may lead to over-trusting a system once it has been labelled “trustworthy”. Consider, for example, a possible use of behavioural analytics for counterterrorism; over-trusting a system could entail using unreliable inferences about alleged threats, possibly leading to a disproportionate escalation and undue breaches of individual rights.

Policy documents have attempted to operationalize the values and elements cited above. In this respect, some documents go as far as to provide check-lists, self-assessment tools or guidance for the use of AI tools. While these are important, the lists often consist of series of questions and lack the specification of priority or hierarchy among elements and the definition of processes and assessment criteria.

---


If left unaddressed, this approach might turn “trustworthiness” into a blue-washing label\textsuperscript{118} rather than a solid basis for deciding whether to rely on an AI system. For example, a company might declare a certain product trustworthy after a partial fulfilment of the checklist, after self-administered guidance or by fiat. For trustworthiness to become a reliable criterion driving the decision to use an AI system, the gap from “what” to “how”\textsuperscript{119} needs to be filled through conceptually sound, operationally feasible, and accountable solutions.

**Recommendation 6.** Policies on the problem of AI predictability in national security should address the link between trustworthiness and unpredictability, both at a formal and operational level. For example, AI systems should be given an amendable predictability score, which should be included in the assessment of the trustworthiness of the system. The trustworthiness of an AI system should include the CBA to assess the risks that unwanted behaviour may pose in different contexts of deployment.

### 5.4 A Notable Absence: Risk Thresholds for Unpredictable AI and the Predictability of Risks

Often, policy documents treat unpredictability as an element that can increase risks. However, they do not categorise these risks. To this end, we argue that it is important to recognize that some unpredictable scenarios or behaviours are riskier than others. At the same time, some risks are more predictable than others, leading to a ‘meta-level’ of overall risk. Let us focus first on the risks related to the predictability problem: the risks of unpredictability.


Once a certain unpredicted scenario occurs, the consequences can be highly problematic, and when national security is involved, potentially devastating. Consider, for example, the “automatic mode” (management by exception) of the US Patriot Missile system which generated false targets and engaged in friendly fire as a result.\textsuperscript{120} As mentioned previously, relevant policy papers discuss catastrophic consequences of AI in terms of fatal errors and failures.\textsuperscript{121} At the same time, it is possible that the realization of an unpredicted scenario can be harmless, or even lead to new positive outcomes and discoveries. This may depend, for example, on whether the sector itself is high-risk (e.g. national security, defence, healthcare, transport) and whether the intended use involves high-risk decisions or actions (e.g. injury, death, restriction of liberty, significant material/immaterial damage).\textsuperscript{122}

Policy proposals that focus on risk related to AI-based solutions or HMT-AI\textsuperscript{123} do not provide criteria to define risk-thresholds for unpredictable AI. That is, identifying a level of unpredictability that makes the deployment of a given solution too dangerous. Criteria for this assessment should encompass technical as well as ethical, legal, and social considerations around what counts as “risky” or “more/less risky” in the face of unpredictability.

Focusing now on the meta-level of risk (plainly, on how risk itself might suffer from a predictability problem), policy papers rarely elaborate on how some risks are more predictable than others, with some being not predictable at all.\textsuperscript{124} Admittedly, identifying all possible risks in a context and considering their likelihood is not logically impossible, but it is

\begin{footnotesize}
\begin{itemize}
\item[\textsuperscript{121}] Hawley, Dr John K. ‘Automation and the Patriot Air and Missile Defense System’. 2017. 18
\item[\textsuperscript{122}] European Commission, AI Act Proposal. 2021.
\end{itemize}
\end{footnotesize}
unfeasible. The number of variables and their possible interactions is exorbitantly large, and this makes any assessment intractable.

When considering unpredictability of AI systems or HMT-AI, what is relevant is the type of risks (more or less predictable), rather than the sole number of risks involved. A distinction can be made among risks in terms of:

- known knowns;
- known unknowns; and
- unknown unknowns.

Assuming that we can predict what we know, the above list could be translated into a categorization of risks on a scale from more to less predictable. Examples of the first would be reasonably expectable failures, such as the decay of a certain system after a long time and the need for maintenance efforts. Examples of the second would be threats, such as cyberattacks, whose possibility we are aware of but whose occurrence is difficult to predict. An example of unknown unknowns are so-called black-swan events:\textsuperscript{125} rare and unpredictable outlier events which we can make sense of only retrospectively. A classic example is the crash of the US housing market during the 2008 financial crisis.

When applied to the predictability problem, this categorization can help to inform policy responses by strategizing risk-mitigating approaches, prioritising risks based on their predictability or their impact. For example, it could make more sense to build robustness first against risks we are aware of but cannot predict, and then focus efforts on addressing risks that we are aware of and can predict. In the domain of national security, it is reasonable to build first resilience and robustness towards potentially catastrophic AI system failures that

cannot be predicted, and then meet the maintenance requirements of systems to retain stability and prevent failure.

**Recommendation 7.** Risk thresholds should be established for unpredictable AI which map the severity of risks around unpredictable behaviour to their own level of predictability (e.g., division into known knowns, known unknowns, etc.). These thresholds will in turn inform the development of risk management processes, allowing risks to be prioritised based on their predictability and their impact.

The analysis proposed in this section shows that a coherent risk assessment framework is needed to identify and mitigate risks associated with the predictability problem. The framework should offer criteria to assess risks across different domains. International standards – like ISO/IEC SC42 and the draft AI Risk Management Framework by the US National Institute of Standards and Technology – are being developed to fill that gap. In the UK, the ALARP (as low as reasonably practicable) engineering principle may offer a foundation for developing an AI-specific risk assessment framework. We turn to this principle and its relevance for the predictability problem in the next section.

### 5.5 An ALARP-based Framework to Assess the Risk of Unpredictable AI

The ALARP principle is similar to the “as low as reasonably achievable” principle in the nuclear industry and has been widely applied in safety-critical industries, its practical

---

implementation discussed in research and policy\textsuperscript{129} and “adopted within engineering good practice as a proportionate approach to safety risk management”\textsuperscript{130}. It has also been used by the UK Health and Safety Executive (HSE).

The ALARP principle operates in line with the precautionary principle, and relies on duty-holders’ adoption of good industry practices for controlling risks related to hazardous situations.\textsuperscript{131} It sets goals for duty-holders rather than imposing prescriptive regimes, and requires professional judgment rather than formal calculations. It has four prescriptions designed to help practitioners identify the externalities of multidimensional problems:\textsuperscript{132}

1. Identify hazards on their proposed facility;
2. Analyse the hazard, and determine the risk arising from that hazard (as specified in the previous recommendations);
3. Take actions to reduce the risk from the hazard, by either designing it out or providing appropriate controls or protection;
4. Demonstrate to the regulators in each case that the residual risks to workers and public from the facility are tolerable and ALARP.\textsuperscript{133}

\begin{footnotesize}
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Many distinctions made in the ALARP principle overlap with the engineering and operational aspects of AI systems, specifically with respect to its approach to different types of uncertainties (e.g., knowledge uncertainty, modelling uncertainty and limited predictability). For this reason, it is relevant with respect to AI systems to identify, assess, and accept/refuse related risks in an appropriate way. This leads us to the following recommendation:

**Recommendation 8.** An ALARP-based framework should be developed to assess the risks of unpredictable AI and HMT-AI, and establish the maximum acceptable degree of unpredictability for any given context. This framework should include:

- A quantitative assessment of the level of predictability of a given AI system and HMT-AI;
- An assessment of the traceability of the design, development, and/or procurement steps leading to deployment of the AI system;
- An assessment of the conditions of deployment, e.g., HMT-AI, level of training of operators (or HMT-AI members), level of transparency of the interface, level of human control over the AI system;
- A cost-benefit analysis of the potential risks and intended benefits of deploying the system (as per Recommendation 4);
- An analysis of hypothetical scenarios to consider how exposure to risk or the effectiveness of mitigating measures may vary with context of deployment;
- Protocols for human overriding of the system and redress mechanisms.

Four advantages follow from the ALARP-based approach. First, its widespread adoption in UK industry makes it a good candidate to facilitate skill transfers across industries and collaboration with fields that are already familiar with the principle. Second, the predictability problem can be mapped against the tolerability of risk (TOR) framework to ensure more
appropriate predictability thresholds depending on contexts of deployment. Third, the ALARP principle could help policymakers and practitioners to determine which AI systems should not be used in certain contexts due to the identification of unacceptable risks. Even where the use of AI systems would not be completely ruled out, such risks may suggest that only much more predictable AI systems should be used. For example, an organisation may opt to deploy deterministic systems in high-risk contexts to increase the predictability of AI-driven actions. Fourth, the principle fosters an economic deployment of AI systems. It emphasises the concept of gross disproportion, that is an unreasonable imbalance between the severity of the risks and the costs of mitigating them. For example, both the severity of risks and the cost of taking measures against them will on average be lower for rules-based AI systems than deep neural networks, or for offline models rather than online ones. Yet, in the recently proposed “Algorithmic transparency data standard”, the UK’s Central Digital and Data Office urges government departments to complete an evaluation for every algorithmic tool – not distinguishing between levels of complexity and predictability. The cost of this measure can be considered grossly disproportionate for smaller teams using numerous common algorithmic tools with rules-based behaviour.

It is important to stress that while the proposed ALARP-based framework would offer useful guidance, alone it would not be sufficient to identify and mitigate the risks posed by the predictability problem and AI-based HMT for national security purposes. To this end, it is crucial that all eight recommendations provided in this report are implemented, more research is developed, and a stronger focus on the ethical, legal, and social implications of using HMT-AI in this domain is fostered as part of wider institutional approaches to AI development and use.
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6. Conclusion

By focusing on the predictability problem, in both its maximal and minimal interpretation, this report has provided a new level of analysis to consider risks related to learning capabilities, lack of transparency, low robustness, complexity, and threats to AI systems. We believe that this enables a better approach to dealing with these risks, because it identifies a common thread – the predictability problem – among them.

The findings of this report should be considered preliminary. Further work needs to focus on a better grasp of the root causes of the predictability problem, and identifying design criteria for HMT-AI that would enable human agents to leverage the potential of AI agents, while fostering human autonomy. In the same vein, future work should focus on what governance approaches should be implemented to incentivise mechanisms that limit the negative impact of the predictability problem, including assessing the predictability of AI systems, and ensure accountability and redress mechanisms for error or unintended outcomes. This is a particularly pressing need when considering the use of AI systems in the national security domain while respecting democratic values and fundamental rights. As the UK government’s special report on HMT stresses, it is not an overestimation to state that unpredicted behaviour could have catastrophic consequences, not least in terms of public trust in, and reputation of, the agencies deploying them.

Deploying AI systems without a proper foundation of design and policy strategies around what makes a system unpredictable in the first place risks automating unpredictability. This would make the use of AI systems in high-stake contexts ethically and operationally problematic. Further interdisciplinary research on the predictability problem and its ethical,
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legal, and social implications is essential to ensure that future national security uses of AI are effective, ethically sound, and proportionate.
Appendix – Glossary

**Accuracy**: The degree to which the Machine Learning (ML) model is correctly capturing a relationship that exists within training data.\(^\text{137}\)

**Accountability**: Determinations of accountability in the AI context are related to expectations for the responsible party in the event that a risky outcome is realised. Individual human operators and their organisations should be answerable and held accountable for the outcomes of AI systems.\(^\text{138}\)

**Algorithm**: A set of step-by-step instructions. Computer algorithms vary in complexity and produce different approaches to learning. The following algorithms can be applied to almost any data problem:

- Linear Regression, Logistic Regression, Decision Trees, k-nearest neighbours (Supervised learning);
- K-means, neural networks, a priori algorithms (Unsupervised learning);
- Markov Decision process (Reinforcement learning).

**Artificial Intelligence (AI)**: “The use of digital technology to create systems capable of performing tasks commonly thought to require intelligence. AI generally:

- involves machines using statistics to find patterns in large amounts of data
- is the ability to perform repetitive tasks with data without the need for constant human guidance.”\(^\text{139}\)


\(^{139}\) Central Digital and Data Office and Office for Artificial Intelligence, ‘Assessing If Artificial Intelligence Is the Right Solution’. GOV.UK. 2019.
**Black box:** “A description of some deep learning systems. They take an input and provide an output, but the calculations that occur in between are not easy for humans to interpret.” 140

**Data Quality:** The extent to which data is fit for purpose. Data quality measurements entail various dimensions based on the context of use. Some commonly used dimensions are completeness, accuracy, uniqueness, timeliness, consistency and validity. 141

**Deep learning:** “How a neural network with multiple layers becomes sensitive to progressively more abstract patterns. In parsing a photo, layers might respond first to edges, then paws, then dogs”. 142

**Explainability:** The ability for a user to understand how the model works. 143

**Hazard:** The potential for harm arising from an intrinsic property or disposition of something to cause detriment. 144

**Human Machine Teams (HMT):** “Mutually beneficial coordination of humans and machine intelligence systems (which include AI and ML algorithms and models, various data and information flows, hardware including compute architecture and sensor arrays, etc.)”. 145

**Machine learning:** A system that was designed to learn patterns and associations in input data. A machine learning algorithm is designed to specify the creation and modification of a mathematical model of the relationship between input and output data. Once the model is
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trained it is able to do many tasks including classification, prediction and recommendations.\textsuperscript{146}

**Neural Network:** “A highly abstracted and simplified model of the human brain used in machine learning. A set of units receives pieces of an input (pixels in a photo, say), performs simple computations on them, and passes them on to the next layer of units. The final layer represents the answer”.\textsuperscript{147}

**Predictability (technical):** Assessed as the degree of consistency between a system’s past and current behaviours and its future ones.\textsuperscript{148}

**Reinforcement learning:** “A type of machine learning in which the algorithm learns by acting toward an abstract goal, such as “earn a high video game score” or “manage a factory efficiently.” During training, each effort is evaluated based on its contribution toward the goal”.\textsuperscript{149}

**Reliability:** Indicates whether a model consistently generates the same results, within the bounds of acceptable statistical error.\textsuperscript{150}

**Risk:** The chance that someone or something that is valued will be affected adversely in a stipulated way by the hazard.\textsuperscript{151}

**Robustness:** “A measure of model sensitivity, indicating whether the model has minimum sensitivity to variations in uncontrollable factors. Measures of robustness might range from
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sensitivity of a model's outputs to small changes in its inputs, but might also include error measurements on novel datasets.\textsuperscript{152}

**Structured Data:** Highly organised, standardised, categorised and easily understood data, often represented in terms of rows and columns (tabular data).

**Supervised Learning:** “A type of machine learning in which the algorithm compares its outputs with the correct outputs during training. In unsupervised learning, the algorithm merely looks for patterns in a set of data.”\textsuperscript{153}

**Trust:** A form of delegation of a task with no (or low level of) supervision of how the delegated task is performed. Its occurrence makes it convenient for the agent who decides to trust (the trustor) to engage in the relation, as the trustor saves time and resources to achieve a given goal by delegating related tasks. The lack, or low level of, supervision implies some risks for the trustor, should the trustee behave differently than what expected.\textsuperscript{154}

**Technical Debt:** Long-term software issues stemming from forgoing best practices at development stage in favour of easier and quicker solutions.

**Uncertainty:** “A state of knowledge in which, although the factors influencing the issue are identified, the likelihood of any adverse effects or the effects themselves cannot be precisely described.

**Unstructured data:** Data that does not have predefined standards for processing and management and requires specialised tooling, infrastructure and expertise compared to

structured data. Examples of unstructured data include images, text, IoT sensor data, audio, and video.

**Versioning:** The practice of keep track of all the versions of a software or AI model, their performances, and hyperparameters.
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